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Cloud

• The following inequalities hold for cost, maintenance cost and security risk.

serverless computing on cloud < virtual machine on cloud < machine on premise

• The cost based on only the time 
and memory allocated to 
execute application code

• does not need security patching 
work

• The cost based on the time and 
memory allocated to execute 
virtual machine and application

• This means that idle time will also 
be charged

• needs security patching work

CGMS/WMO Cloud Workshop

https://wmo-teams.atlassian.net/wiki/spaces/WIS2/pages/293306369/CGMS+WMO+Cloud+Workshop
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Open Data on Cloud storage

• Satellite
• JMA Himawari 

: https://registry.opendata.aws/noaa-
himawari/

• NOAA GOES 
: https://registry.opendata.aws/noaa-goes/

• NOAA SST: https://registry.opendata.aws/mur/

• Numerical Forecast Model
• NOAA : https://registry.opendata.aws/noaa-

gfs-bdp-pds/
• UK Met Office 

: https://registry.opendata.aws/uk-met-office/
• Météo-France 

: https://registry.opendata.aws/meteo-france-
models/

• FMI: https://registry.opendata.aws/hirlam/

• RADAR:
• NOAA: https://registry.opendata.aws/noaa-

nexrad/
• FMI: https://registry.opendata.aws/fmi-radar/
• Colombia: https://registry.opendata.aws/ideam-

radares/

• Reanalysis
• ECMWF : https://registry.opendata.aws/ecmwf-

era5/

• Weather observation data
• NOAA: https://registry.opendata.aws/noaa-isd/
• CWB: 

https://registry.opendata.aws/cwb_opendata/

Registry of Open Data on AWS

https://registry.opendata.aws/noaa-himawari/
https://registry.opendata.aws/noaa-goes/
https://registry.opendata.aws/mur/
https://registry.opendata.aws/noaa-gfs-bdp-pds/
https://registry.opendata.aws/uk-met-office/
https://registry.opendata.aws/meteo-france-models/
https://registry.opendata.aws/hirlam/
https://registry.opendata.aws/noaa-nexrad/
https://registry.opendata.aws/fmi-radar/
https://registry.opendata.aws/ideam-radares/
https://registry.opendata.aws/ecmwf-era5/
https://registry.opendata.aws/noaa-isd/
https://registry.opendata.aws/cwb_opendata/
https://registry.opendata.aws/
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JMA Himawari

• Resource type: S3 Bucket

• AWS Regin: us-east-1

• Explore: Browse Bucket

• Resource type: SNS Topic

• AWS Regin: us-east-1

• Description: New data notifications

, only Lambda and SQS

https://noaa-himawari8.s3.amazonaws.com/index.html
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JMA Himawari

Amazon Simple Storage Service 
(Amazon S3)

Amazon Simple Notification 
Service (Amazon SNS)

AWS Cloud

Region: us-east-1

NOAA

AWS Lambda

Amazon Simple Queue Service 
(Amazon SQS)

AWS Batch

user2

user1

JMA Himawari

NOAA/
NESDIS

event-driven of 
object created

Since user2 does not download data, user2 can finish 
sooner than user1. Also, user2 can operate at a lower 
cost than user1 by using serverless computing.
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Open Data on AWS / Open Data Sponsorship Program

Amazon Simple Storage Service 
(Amazon S3)

AWS Cloud

Region: xx-xxxx-x

The Amazon Web Services (AWS) Open Data Sponsorship Program covers the 
cost of storage for publicly available high-value cloud-optimized datasets. We 
work with data providers who seek to:
• Democratize access to data by making it available for analysis on AWS
• Develop new cloud-native techniques, formats, and tools that lower the cost 

of working with data
• Encourage the development of communities that benefit from access to 

shared datasets

The following data are only S3 Bucket resource without Amazon SNS resource.

• Colombia: https://registry.opendata.aws/ideam-radares/

• ECMWF : https://registry.opendata.aws/ecmwf-era5/

• CWB: https://registry.opendata.aws/cwb_opendata/

The cost would be lower if used only S3 bucket with Open Data Sponsorship Program.

https://aws.amazon.com/opendata/open-data-sponsorship-program/
https://registry.opendata.aws/ideam-radares/
https://registry.opendata.aws/ecmwf-era5/
https://registry.opendata.aws/cwb_opendata/


GISC Tokyo/Japan Meteorological AgencyJMA Workshop on the WIS implementation 2022

data copy using index files on cloud storage only
(1 message = 1 file)

• Synchronization between cloud storage
• aa cloud storage explore
• bb cloud storage explore
• cc cloud storage explore
By placing index files describing the created file in the cloud storage, 
users can synchronize, subscribe, and search the data.
The index files are placed in /4PubSub and /4Search directory.

• publish/subscribe/clone and search/download data
• How to subscribe/search/donwload

• If you follow the procedure, you can download GTS messages from cloud 
storage. This is like the current WIS subscription function.

• How to publish/clone
• If you follow the procedure, you can upload GTS messages on cloud storage.

cloud storage

pub sub

clone

clone
clone

explore

cloud/local shell
browser

aa

bb cc

http://202.32.195.138:9000/center-aa-cloud-a-region-a-open-main/4Site/explore.html
http://202.32.195.138:9000/center-bb-cloud-b-region-c-open-main/4Site/explore.html
http://202.32.195.138:9000/center-cc-cloud-c-region-e-open-main/4Site/explore.html
https://github.com/public-tatsuya-noyori/meteorological_preprocessor/blob/master/src/meteorological_preprocessor/catalog.md
https://github.com/public-tatsuya-noyori/meteorological_preprocessor/blob/master/src/meteorological_preprocessor/catalog.md
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many small file copy is inefficient 
(1 message = 1 file)

• The above implementation is 1 message = 1 file.
• NWP/Satellite and observation are many messages sent 

at once. EUSR/bufr/satellite/siral is creating 3000 files at 
once with a small size of 400bytes. Also, 1 minute 
data is divided into 60 files.

• Since it is inefficient to copy many small files with any 
protocols, it is better to find a more efficient way than 1 
message = 1 file.

cloud storage

pub sub

clone

clone
clone

explore

cloud/local shell
browser

aa

bb cc
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Tile dataset

• dataset?
• a collection of data
• many records in 1 file (Not 1 message = 1 file) (many = 1 ~ 1000000)
• 1 file size = KB ~ MB

• The following is tile dataset.

http://202.32.195.138:9000/aa-open-dataset/4Site/explore.html

• tile?
• tile map
• A Tile is a data file in the area where the earth is divided into tiles.

https://en.wikipedia.org/wiki/Data_set
http://202.32.195.138:9000/aa-open-dataset/4Site/explore.html
https://en.wikipedia.org/wiki/Tiled_web_map
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Tile Level 0 = 2 tiles
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Tile Level 1 = 8 tiles (Ocean/Surface/Upper_air)
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Tile Level 2 = 32 tiles
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Tile Level 3 = 128 tiles (Satellite/NWP)
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tile dataset

• Explore of tile dataset
• directory path for all : aa-open-dataset/4All/bufr_to_arrow/ocean/float/2022/0111/0030/l1x1y0.arrow
• directory path for CCCC: aa-open-dataset/CCCC/bufr_to_arrow/ocean/float/2022/0110/0630/l1x3y0.arrow

• One tile file of the tile dataset contains 10 minutes data.
• Directory path: category/subcategory/year/day+month/hour+minute/

• Category/Subcategory: observation space/observation method
• File name: l${tile_level}x${tile_x}y${tile_y}.arrow

• Update file: Tile files are updated with the latest merged data.

• File format: Apache Arrow
• File compression: gzip/brotli for HTTP/HTTPS Encoding
• Subscribe/Search: users can subscribe/search by using index files

• If you get the data when you need it, you can get the latest data at that time.

• Select/get tile: tile can be selected by URL path.

http://202.32.195.138:9000/aa-open-dataset/4Site/explore.html
https://arrow.apache.org/
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tile dataset viewer
• tile dataset viewer

http://202.32.195.138:9000/aa-open-dataset/4Site/tile_dataset_viewer.html

• tile dataset viewer for Asia
http://202.32.195.138:9000/aa-open-dataset/4Site/tile_dataset_viewer_for_asia.html

is filtered with Asia area tiles 'l1x2y0', 'l1x2y1', 'l1x3y0', 'l1x3y1',

'l2x5y0', 'l2x6y0', 'l2x7y0', 'l2x5y1', 'l2x6y1', 'l2x7y1', 'l2x5y2', 'l2x6y2', 'l2x7y2',

'l3x9y1', 'l3x10y1', 'l3x11y1', 'l3x12y1', 'l3x13y1', 'l3x14y1',

'l3x9y2', 'l3x10y2', 'l3x11y2', 'l3x12y2', 'l3x13y2', 'l3x14y2',

'l3x9y3', 'l3x10y3', 'l3x11y3', 'l3x12y3', 'l3x13y3', 'l3x14y3',

'l3x9y4', 'l3x10y4', 'l3x11y4', 'l3x12y4', 'l3x13y4', 'l3x14y4'

• The above application works only with javascript, so the cost is low since it works 
only with S3 Bucket.

http://202.32.195.138:9000/aa-open-dataset/4Site/tile_dataset_viewer.html
http://202.32.195.138:9000/aa-open-dataset/4Site/tile_dataset_viewer_for_asia.html
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An example of simple notification 
with serverless computing on cloud

create a text file (pub.sh/clone.sh) notify the contents of the text file

s3 email/mobile push/SMS

A sample implementation ishere.

Amazon Simple Storage 

Service (Amazon S3)
Amazon Simple Notification 

Service (Amazon SNS)

AWS Cloud

AWS Lambda

event-driven of 
object created

https://github.com/public-tatsuya-noyori/meteorological_preprocessor/blob/master/src/meteorological_preprocessor/catalog.md
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Multicloud

• Cloud does not have to be limited to one company, and the good 
function of each cloud can be used like utility. Select and use the 
good functions with low cost in each cloud.
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cloud best practice

• Migrate from message exchange to dataset synchronization.

• dataset is more efficient than transferring many small message files.

• Create index file for the created/updated files of dataset on cloud storage to make 
users synchronize/select easily.

• Open and Share dataset on cloud storage as open data with open data program of cloud.

• Use 10-minutes tile dataset.

• It is more efficient to transfer 10-minutes tile dataset than to transfer many small messages divided 
into seconds/minutes.

• Tile dataset makes it easy for users to select the tiles they need.

• The tile path of category/subcategory/year/day+month/hour+minute/l?x?y?.arrow makes it easy to 
implement applications.
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cloud best practice

• Use Apache Arrow as file format.

• Apache Arrow is available in CPU/GPU, AI and browser.

• Data in the Apache Arrow format can be read by Javascript in browser, so data in the Apache Arrow 
format can be easily shared with many users by using table view(Perspective) and map view(Deck.gl-
loaders.gl).

• Using the Apache arrow format, applications can be created by only Javascript.

• Javascript-only application is more secure than server-side application.

• Javascript-only application is lower cost because it works with only cloud storage.

• Use Brotli compression with HTTPS encoding.

• Use AWS JavaScript S3 Explorer to make users to easily browse dataset on cloud storage.

• Use notification service of cloud for emergency alerts

https://arrow.apache.org/
https://www.tensorflow.org/io/api_docs/python/tfio/arrow
https://github.com/finos/perspective
https://deck.gl/
https://loaders.gl/docs/specifications/category-table
https://en.wikipedia.org/wiki/Brotli
https://github.com/awslabs/aws-js-s3-explorer
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Independent agencies work together

synchroni
ze/select

synchroni
ze/select

synchroni
ze/select

• Each agency manage its own data on 
their cloud storage as open data.

• An agency publish/share own data on 
own cloud storage for own users.

• Other agencies synchronize/select 
the data as the user.

synchroni
ze/select
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GitHub

• The program created in this project is available at the following link.

• https://github.com/public-tatsuya-noyori/meteorological_preprocessor

• https://github.com/public-tatsuya-noyori/meteorological_visualizer

• If you are interested in this development, please contact me.

https://github.com/public-tatsuya-noyori/meteorological_preprocessor
https://github.com/public-tatsuya-noyori/meteorological_visualizer
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Thank you

ありがとうございました。


